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ABSTRACT

The ecological issue posed by particulate matter (PM) in surface
mines is substantial. Precise quantification of particulate matter
(PM) concentration is necessary to formulate efficacious
approaches for mitigating and regulating PM. This study aims to
present a viable strategy for the proactive control of dust
concentration by leveraging predictive modelling and machine
learning techniques. The study used the Thermo Scientific Air
Quality Dust Monitor (ADR1200) to assess real-time data collected
from the FYS granite quarry in Malaysia. The acquired datasets
were analyzed using three machine learning algorithms: decision
trees, random forests, and linear regression. The algorithms
accurately predicted and anticipated the optimal dust concentration
in the quarry. The analysis yields a linear regression model that
exhibits highly favourable outcomes. Precisely, the minimal mean
squared error (MSE) is calculated to be 17.6, the coefficient of
determination (R-squared) is determined to be statistically
significant at 0.96, and the mean absolute error (MAE) and root
mean squared error (RMSE) are relatively low, measuring at 4.195
and 1.81, respectively. With a 96% account for the variability, the
model demonstrates a robust capacity to elucidate the dust
concentration data and exhibits exceptional predictive accuracy.
This strategy aligns with the Sustainable Development Goals (SDGs
3,9, and 13), which aim to improve health and foster innovation in
the industry.

1. Introduction

Effective dust control is a vital component of mining operations, as suspended dust particles
provide significant health hazards to miners and nearby people and adversely affect the
environment (Monteiro et al., 2019; Wambwa et al., 2023). Traditional methods for regulating
dust emissions often fail to effectively predict and manage dust, leading to concerns about
health and safety and non-compliance with regulations (Zafra-Pérez et al., 2023). Nevertheless,
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recent progress in predictive modelling and machine learning presents encouraging methods to
tackle these difficulties. Nonetheless, the efficacy of these methods is occasionally limited, and
they may not sufficiently address the intricate dynamics of dust generation and dispersion in
mining settings.

As opined by Gholami et al. (2021) and Rahmati et al. (2020), Mining businesses can enhance
the implementation of preventive measures, optimize their operations, and mitigate the adverse
effects of dust on the environment and worker health by taking a proactive approach to dust
management. Ensuring efficient dust control is crucial in quarry operations as it directly affects
the health and safety of workers, adherence to environmental regulations, and interactions with
the surrounding population (Baah-Ennumh et al., 2021; Mvile & Bishoge, 2024). Due to the
frequent occurrence of dust emissions at quarry sites, it is crucial to implement suitable
management methods to mitigate the associated hazards(Saka & Hashim, 2024). Hamdan et
al., (2023) argue that previous methods mainly rely on manual surveillance techniques and
reactive measures, which often fail to handle the complex, compelling, and constantly evolving
challenges dust presents in these environments.

In recent years, the mining industry has seen a significant transformation in its approach to dust
control (Agboola et al., 2020; Kondrasheva et al., 2021; Moran et al., 2014). This move
revolutionizes dust management operations by incorporating state-of-the-art predictive
modelling, machine learning techniques, and modern sensor technology (Bahadur et al., 2023;
Yuan et al., 2020). These technologies enable mining businesses to analyze complex data sets
on dust emissions, including weather conditions, geological properties, equipment operation
parameters, and historical dust readings. Predictive models can utilize methods such as neural
networks, support vector machines, and decision trees to accurately anticipate rates of dust
formation, identify regions with a high risk of dust, and optimize tactics for controlling dust.
The Thermo Scientific Air Quality Dust Monitor ADR1200 is a key tool in these developments.
This state-of-the-art device allows for the continuous and instantaneous monitoring of
particulate matter levels in the air near quarry sites.

The device is a crucial instrument for dust control initiatives due to its precision, resilience,
and ability to collect data across a broad spectrum of particle sizes. The combination of machine
learning and predictive modelling technologies with the ADR1200 has significantly
transformed the perspectives of quarry operators regarding dust management. By harnessing
the extensive data gathered by the ADR1200, along with meteorological measurements and
operational characteristics, it is possible to create prediction models that can accurately foresee
dust-level changes. The ability to anticipate enables quarry operators to engage in proactive
decision-making, allowing them to promptly and specifically address dust-related concerns
before they worsen.

Sarker, (2021) states that machine learning algorithms enhance the effectiveness of predictive
models by continuously evaluating large amounts of data to identify complex connections and
patterns. By employing iterative learning methodologies, these algorithms can progressively
improve prediction models, adjust to dynamic environmental conditions, and optimize
strategies for managing dust. The outcome is a highly responsive and adaptable system that
effectively tackles the present and future concerns regarding dust emissions in quarry settings.
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Using sophisticated sensor technologies, predictive modelling, and machine learning not only
enhances operational efficiency and adherence to regulatory requirements but also
demonstrates a commitment to environmental conservation and community welfare. Proactive
management of dust emissions by quarry owners can contribute to conserving adjacent
ecosystems, mitigating the health impacts on workers, and fostering healthy relationships with
the local population.

Agboola et al., (2020) argue that efficient dust control techniques can enhance quarry operation
durability and financial viability, ensuring sustained prosperity within a progressively
competitive industrial landscape. This study investigated the impact of predictive modelling
and machine learning on transforming dust management methods within mining operations.
Integrating machine learning and predictive modelling with the Thermo Scientific Air Quality
Dust Monitor ADR1200 represents an innovative strategy for managing dust in quarry
operations. By utilizing this sophisticated technology, quarry operators can address the
complex challenges of dust emissions, resulting in enhanced accuracy, productivity, and
environmental accountability. Operators can use this to establish new benchmarks for the
industry's most efficient techniques and contribute to a more promising future in mining
operations.

2. Materials and Methods

The dataset used in this study was acquired from the FYS Marketing SDN BHD quarry, a
representative example of a substantial surface mining operation located in Bukit Mertajam,
Penang, Malaysia (100°28'53.30"E, 5°22'44.46"N). The study area is illustrated in Figure 1.
This study provides an overview of advancements in predictive modelling and machine
learning methodologies for efficiently managing dust in mining operations.
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Dust concentration data for (TSP, PM10, PM2.5) and meteorological conditions, such as
temperature, humidity, wind speed, wind direction, rain, and air pressure, were collected
through on-site monitoring every minute from January 31% to February 7" 2024, using the
Thermo Scientific Air Quality Dust Monitor ADR1200 as depicted in Plate 1. The collected
datasets were first refined through feature engineering, where environmental and dust
concentration data were transformed into structured inputs that better capture the factors
influencing PM2.5 emissions in the quarry. These processed datasets were then subjected to
three different machine learning algorithms (MLAS): the decision tree model (DTM), linear
regression model (LRM), and random forest model (RFM), to accurately predict and forecast
PM2.5 concentrations, following the adopted process shown in Figure 2.
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Figure 2. Schematic flowchart of the used algorithms

3. Results

Figure 3 presents the time series plot of particulate matter concentrations (PM10, PM2.5, and
TSP) measured during the study period. This figure reflects the raw monitoring dataset rather
than the model outputs and is included to illustrate the temporal variation and interrelationship
among the particulate fractions in the quarry environment. Specifically, it highlights the
persistence of PM2.5 concentrations relative to PM10 and TSP, which provides the empirical
basis for subjecting the dataset to machine learning analysis.

The discussion of the machine learning models was subjected to a hypothesis:
e Null hypothesis (Ho): There is no discernible difference between the PM2.5 test and
predicted values, respectively, by the models.
e Alternative hypothesis (Hi): The models predict a distinction between the PM2.5 test
and predicted values.

Thus, Figure 3 serves as the baseline representation of the dataset, while the subsequent

sections of the manuscript present the model training, prediction, and hypothesis testing
outcomes.
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Table 1. Interpretation of LR, DT, and RF.

Machine
Learning
Model

Statistical
Analysis

Results Interpretations

Linear
Regression

Parametric

The study’s findings underscore the importance of exploring diverse
methodologies and algorithms in predictive modelling for dust reduction in
mining operations. There are noticeable differences in the expected
amounts of dust between the PM2.5 experimental dataset and the projected
cohorts. The PM2.5 test value generally produces lower outcomes,
indicating a more prudent approach, whereas the PM2.5 forecast value
tends to provide higher values, implying a more sanguine prediction. By
analyzing and comparing various techniques, one can acquire valuable
insights to improve the effectiveness of dust management measures in
mining operations. Furthermore, the Levene test results analysis reveals no
statistically significant difference in variance across the datasets under
investigation. The obtained p-value of 0.382, which exceeds the commonly
accepted significance level of 0.05, provides evidence to reject the null
hypothesis, implying significant differences among the observed values.
Hence, it is unlikely that any disparities detected among the results can be
attributed to fluctuations in variance, thereby enhancing the reliability of
the subsequent statistical examinations or data interpretations. It highlights
the ongoing need to improve predictive modelling methodologies to
adequately address the complexities associated with dust control in the
mining industry.

Non-
parametric

In the non-parametric analysis conducted, it is evident that there is a slight
difference between the PM2.5 test values and the predicted PM2.5 values
of the dependent variable. The median values of the PM2.5 test data and
the predicted PM2.5 value show a slight increase, with medians of 44 and
43.94, respectively. Suggests a tendency for somewhat higher
measurements in the PM2.5 experimental dataset, while the difference is
minimal.

The findings are further supported by subsequent analysis employing the
Mann-Whitney U-test, which reveals no statistically significant difference
between the PM2.5 test and PM2.5 forecasted values of the dependent
variable. The obtained U-test statistic of 1258627, along with a p-value of
0.449, provides inadequate evidence to reject the null hypothesis. Implies
that no significant difference was observed in the distributions of scores
among the datasets. Therefore, it may be asserted with confidence that there
is no statistically significant disparity between the PM2.5 test and PM2.5
projected values to the dependent variable, thereby accepting the null
hypothesis without any opposition.

Additionally, the linear regression analysis reveals that the projected
PM2.5 levels effectively explain the fluctuations observed in the PM2.5
test outcomes, as indicated by an R-squared coefficient of determination of
0.96. Furthermore, the analysis of variance (ANOVA) yields strong
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evidence against the null hypothesis, as indicated by a statistically
significant F-statistic of 37141.18 and a p-value of less than 0.001. This
research suggests that the anticipated PM2.5 levels substantially impact the
variability of PM2.5 test outcomes, reinforcing the conclusions on the
association between these two variables.

Decision
Trees

Parametric

According to the descriptive statistics, the average PM2.5 test values
slightly exceed the projected PM2.5 values for the dependent variable. The
PM2.5 test exhibits an average (M) of 46.7 and a standard deviation (SD)
of 18.52. In contrast, the PM2.5 projected values demonstrate an average
of 46.61 and a standard deviation of 16.82. While the average results of
both values are comparable, the PM2.5 test demonstrates a somewhat
higher mean and a slightly more significant standard deviation, indicating
a relatively higher degree of variability.

Additionally, Levene’s test findings suggest that there is no statistically
significant variation in variance among the evaluated data. The p-value
obtained, which is 0.923, surpasses the commonly accepted significance
limit of 0.05. Consequently, the null hypothesis is accepted. This
observation implies that the groups exhibit equal variances, suggesting that
any observed differences in readings are unlikely to be attributed to
variations in variance. As a result, the Levene test reveals that the samples
exhibit the same degree of variance, with similar amounts of variability
within each outcome.

Non-
parametric

Based on the descriptive statistics, the PM2.5 test values slightly exceed
the projected PM2.5 values for the dependent variable, on average. The
median (Mdn) values for both variables are 44 and 43.5, respectively. It
indicates little difference in the average results, although the PM2.5
examination shows slightly higher levels. Nevertheless, the PM2.5 test
reveals marginally elevated values for the dependent variable, with the
anticipated PM2.5 levels, albeit the disparity is relatively small.

Additional examination employing the Mann-Whitney U test indicates no
statistically significant difference between the obtained PM2.5 test results
and the expected PM2.5 values of the dependent variable. Insufficient
evidence exists to reject the null hypothesis based on the U-statistic of
1270322.5 and a p-value of 0.757, which exceeds the significance level of
0.05. It suggests that there is no significant difference between the
distributions of scores in the two sets of values.

Furthermore, the regression model provides evidence that the anticipated
PM2.5 contributes significantly to the variability observed in the PM2.5
test outcomes, as indicated by an R-squared coefficient of determination of
0.92. The analysis of variance (ANOVA), as shown in Table 13, provides
strong support for the alternative hypothesis. The F-statistic of 19267.54
and the p-value of less than 001 demonstrate a significant relationship
between PM2.5 and the PM2.5 test, indicating a statistically significant
anticipated impact.

Random
Forest

Parametric

The descriptive statistics reveal that, on average, the PM2.5 test values
marginally exceed the PM2.5 concentration predicted values for the
dependent variable. Specifically, the PM2.5 test has a mean (M) of 46.7
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and a standard deviation (SD) of 18.52. At the same time, the PM2.5
predicted values have a mean of 46.61 and a standard deviation of 15.56
for the dependent variable. Although the mean values are comparable, the
PM2.5 test exhibits a slightly higher average and standard deviation,
indicating a somewhat greater level of variability.

Moreover, Levene’s test indicates no statistically significant variation in
variance among the analyzed data, with a p-value of .58 exceeding the
conventional significance level of 0.05. Thus, the null hypothesis, asserting
equal variances among the datasets, is supported. The results indicate no
statistically significant difference in variation across the sets, suggesting
that each value exhibits the same level of variability.

Non-
parametric

Based on the available data, it can be observed that both the PM2.5 test and
PM2.5 predicted values demonstrate a median value of 44. The results
indicate that the dependent variable in both datasets has an equivalent mean
value. This observation highlights similar central tendencies in the
distributions of the PM2.5 test and predicted PM2.5 values, indicating no
disparity in the median values of the dependent variable. The observation
arises from the fact that both variables exhibit the same magnitude for the
dependent variable.

The Mann-Whitney U test further supports the findings, which reveal no
statistically significant difference between the PM2.5 test and PM2.5
forecast datasets with the dependent variable. The estimated U-statistic is
1260958.5, accompanied by a p-value of 0.504, which is above the
predetermined significance limit of 0.05. Therefore, based on the available
evidence, it is not possible to reject the null hypothesis, indicating that there
is no significant difference in the distributions of scores between the two
sets of values.

Furthermore, the regression analysis demonstrates that the projected dust
concentration (PM2.5) effectively explains a substantial percentage of the
variance observed in the dust concentration (PM2.5) test. The strong
relationship is evidenced by an R-squared (R2) value of 0.82, which
indicates a robust correlation of 81.51%. The ANOVA statistical analysis
yields strong evidence about the influence of PM2.5 on the PM2.5 test, as
indicated by a highly significant F-statistic of 7038.05 and a p-value of less
than 0.001. Therefore, it is possible to reject the null hypothesis, indicating
a significant association between the expected PM2.5 concentration and the
measured PM2.5 concentration.

Table 2. Model Evaluation Metrics

Model Set RSME MSE MAE R?

Linear Regression Train 0.96
Linear Regression Train 0.96
Decision Tree Train 5.1 27.24 1.35 0.92
Decision Tree Train 5.2 27.26 1.35 0.92
Random Forest Train 8.01 66.22 1.4 0.82
Random Forest Train 8.01 66.24 1.4 0.82
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5. Conclusion

It is crucial to prioritize the development of predictive modelling and machine learning
approaches in the field of dust control within mining operations to safeguard the well-being of
miners, maintain the safety of production operations, and limit environmental pollution. The
green mining initiatives in Malaysia are primarily dependent on these aspects, which align with
the Sustainable Development Goals (SDGs) on good health and well-being (SDG 3), industry,
innovation, and infrastructure (SDG 9), and climate action for environmental sustainability
(SDG 13). Various machine learning algorithms, including decision trees, linear regression,
and random forest, exhibit distinct performance characteristics when assessed for their ability
to predict and forecast dust concentration (PM2.5) in the FYS quarry environment. This study
presents a linear regression model that demonstrates highly favourable results, including a
minimal mean squared error (MSE) of 17.6, a statistically significant coefficient of
determination (R-squared) of 0.96, and relatively modest values for root mean squared error
(RMSE) and mean absolute error (MAE), precisely 4.195 and 1.81, respectively. The model
has outstanding predictive accuracy and a strong capacity to elucidate PM2.5 concentration
data, encompassing 96% of the spectrum. Based on the findings, it can be concluded that the
linear regression model offers highly reliable performance and is well-suited for predicting
PM2.5 concentrations in this context. The model demonstrates the lowest errors across all
parameters and achieves the best R-squared value, indicating a highly reliable model in
predicting and explaining. Linear regression models are known for their simplicity and efficient
computational usage, making them well-suited for practical application in real-world
situations.
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