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ABSTRACT

Microsleep is a brief, involuntary sleep episode that often occurs
without the individual's awareness, particularly in monotonous
situations such as long-distance driving. This condition poses a
significant safety risk as it can result in a sudden loss of vehicle
control. This project develops a microsleep detection system based
on the Raspberry Pi 4, designed to detect early signs of microsleep
and deliver immediate alerts to the user. The system integrates
camera-based eye-tracking technology with facial recognition and
advanced image processing algorithms to monitor physiological
indicators such as eye closure, blink rate, and head movement.
Visual data from the camera is utilized to identify slow blink patterns
and the absence of visual responses that are consistent with
microsleep symptoms. When an episode is detected, the system
activates a dual-mode alert mechanism using visual signals (LED)
and auditory warnings (buzzer) to provide real-time feedback and
help prevent potential accidents. The system design balances user-
friendliness with physical durability and functional efficiency by
integrating a webcam, LEDs, buzzer, and a custom protective
casing. The software algorithms are also optimized to achieve high
sensitivity and accuracy during the detection process. Research
findings indicate that the developed microsleep detection system
shows strong potential as an effective and affordable safety tool,
particularly in transportation and industrial sectors, with the ability
to reduce incidents caused by human error. Tested in a controlled
environment with participants engaged in continuous visual tasks,
the system achieved 87% accuracy, 90% sensitivity, and 84%
positive precision, while maintaining a lower false positive rate of
11% compared to camera-only systems. With an average response
time of 1.4 seconds after detecting eye closure beyond 2 seconds, and
by combining Eye Aspect Ratio (EAR) readings with reflective IR
sensor data, the system demonstrated enhanced robustness and
reduced reliance on a single signal source. Further research is
recommended to integrate advanced sensors, refine algorithms, and
develop intelligent feedback mechanisms to improve real-world
performance.
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1. Introduction

The issue of microsleep has become an increasingly serious safety concern, particularly in
contexts such as long-distance driving, night shifts, or tasks that demand high levels of visual
concentration. Microsleep refers to brief, unintended episodes of sleep that typically last only
a few seconds and often occur without the individual realizing it. Despite their short duration,
these episodes can lead to severe consequences such as road accidents or industrial mishaps.
Statistics reveal that fatigue and sleep deprivation are among the leading causes of thousands
of accidents each year, highlighting the urgent need for reliable and efficient early detection
systems.

Various technologies have been explored to identify early signs of microsleep, including EEG
(electroencephalogram) monitoring, pulse sensing, and eye movement tracking via camera
systems. However, many of these approaches involve high costs, complex setups, or large-
scale equipment that is impractical for personal or mobile use. In response, the use of camera-
based eye-tracking technology has emerged as a promising alternative for real-time detection
of fatigue and microsleep, offering a more accessible and cost-effective solution.

Traditional methods to prevent fatigue, such as manual supervision or scheduled breaks, are
often insufficient in detecting early physiological indicators of microsleep. Therefore, there is
a critical need for automatic monitoring systems capable of identifying early symptoms. Eye-
related behaviors such as blink frequency, duration of eye closure, and head movement have
been recognized as reliable indicators for microsleep detection.

The proposed system is designed to monitor eye activity and status, detect prolonged eyelid
closures as early signs of microsleep, and immediately alert the user. Leveraging the compact
and low-cost nature of the Raspberry Pi, this system holds significant potential for deployment
in various scenarios, especially within automotive and high-risk industrial sectors.

With the advancement of compact computing technologies, this project proposes the
development of a real-time microsleep detection system using the Raspberry Pi 4. The system
integrates a camera-based eye-tracking mechanism and image processing algorithms to
continuously monitor the user’s physiological cues. It provides immediate feedback through
visual and auditory alerts, enabling preventive action before incidents occur. This introduction
underscores the importance of creating accessible, cost-effective solutions that can
significantly contribute to both human safety and operational efficiency.

Background of the Study:

Microsleep refers to brief episodes of unintended sleep that often occur without the individual
realizing it. These episodes can last for only a few seconds but are sufficient to cause a loss of
focus and control over activities such as driving or operating heavy machinery. Previous studies
have shown that microsleep is one of the main causes of road accidents and workplace
incidents, especially in monotonous or low-stimulation environments.

Advancements in digital imaging, eye-tracking technologies, and compact computing
platforms such as the Raspberry Pi have opened new opportunities in developing real-time user
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behaviour monitoring systems. With its low cost and robust processing capabilities, the
Raspberry Pi is suitable for building safety systems based on physiological monitoring. In this
context, the integration of a webcam and image processing algorithms can be used to monitor
blinking patterns, eye closures, and head movements all of which are early indicators of
microsleep.

This study develops a smart system based on Raspberry Pi 4 that is capable of detecting early
signs of microsleep and providing immediate feedback to the user. The system is designed to
operate autonomously and can be applied in various settings including transportation, logistics,
and industrial environments.

Research Objectives:

e To design and develop a microsleep detection system based on Raspberry Pi 4 using
camera integration, eye-tracking technology, and facial recognition algorithms.

e To analyze and evaluate the system's effectiveness in detecting key physiological
indicators such as blinking rate, prolonged eye closure, and head movement as signs of
microsleep.

e To assess the performance of a real-time alert system that uses visual and auditory
signals to immediately warn users and prevent potential incidents.

Scope of Study:

The scope of this study covers the design, development, and testing of a Raspberry Pi 4-based
microsleep detection prototype. The study focuses on detecting user physiological signs via a
camera, particularly eye and head movement. The system will be tested in a controlled
environment such as a lab or driving simulation. This study does not cover psychological user
analysis or field testing in actual traffic conditions.

Significance of the Study

This study contributes to the development of automated safety systems capable of preventing
microsleep-related accidents. The use of Raspberry Pi ensures the system is cost-effective,
accessible, and has commercial potential in various sectors. In the long term, this system could
reduce the risk of injury and fatalities caused by human error and fatigue.

2.0 Literature Review

Microsleep refers to brief and involuntary episodes of sleep, typically lasting between one to
several seconds, often occurring without the individual’s awareness. These incidents usually
happen when a person is mentally fatigued yet attempting to remain alert, particularly during
tasks requiring sustained visual concentration such as long-distance driving, operating heavy
machinery, or night shift duties. Traditionally, early detection methods relied on physiological
signals like EEG and EOG, which although accurate were often intrusive, bulky, and unsuitable
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for practical, real-time applications (Raj et al., 2023). To overcome these limitations, recent
advancements have focused on non-invasive, vision-based systems that utilize computer vision
and image processing to detect signs of fatigue.

Numerous studies have demonstrated the effectiveness of visual indicators such as blinking
frequency, eye aspect ratio (EAR), and percentage of eye closure (PERCLOS) in detecting
early signs of fatigue or drowsiness. Singh et al. (2019) highlighted that EAR, calculated from
the distances between eye landmarks, decreases consistently during eye closure and can serve
as a strong indicator of drowsiness or microsleep. Open-source libraries such as OpenCV and
Dlib have enabled the development of real-time detection systems using these techniques,
albeit mostly on high-performance platforms.

While promising, many of these existing systems are heavily dependent on high-end computing
resources, making them unsuitable for deployment in mobile or embedded environments. Chen
et al. (2020) emphasized that such systems consume significant power and space, limiting their
practicality for in-vehicle use. Kumar et al. (2021) introduced a Raspberry Pi-based eye-closure
detection system as an affordable solution; however, their approach lacked the precision to
distinguish brief microsleep episodes from normal blinks, as it did not consider the duration
and continuity of eye closure—a critical factor in microsleep detection.

As an embedded platform, the Raspberry Pi has become increasingly favored due to its
affordability, portability, and sufficient computational power for lightweight applications.
Studies by Soma et al. (2020) and Ooppakaew et al. (2024) demonstrated that Raspberry Pi-
based systems could be effectively used to monitor drowsiness in real-time, even under variable
lighting conditions. These systems achieved high accuracy using fuzzy logic and conventional
computer vision algorithms, proving the viability of low-cost embedded solutions in safety-
critical environments.

To enhance the practicality of such systems, several projects have incorporated real-time alert
mechanisms. For instance, Biswal et al. (2021) developed a system that triggers auditory
buzzers and sends email notifications when drowsiness is detected. Despite these
advancements, most existing solutions offer limited adaptability, with fixed thresholds and
generic alert modes that may not suit all user scenarios. Features such as adjustable sensitivity,
multi-modal alerts, or integration with environmental and physiological data are still largely
underdeveloped.

In summary, while extensive research has been conducted on general driver drowsiness
detection, there remains a clear gap in systems specifically targeting microsleep episodes
events that are more abrupt, subtle, and hazardous. Additionally, there is limited availability of
compact, standalone systems capable of performing real-time image processing on low-power
hardware without reliance on cloud computing. To address these gaps, the proposed project
introduces an innovative, modular Raspberry Pi-based system that combines eye-tracking with
image-processing techniques to accurately detect microsleep and issue immediate safety alerts.
The system is designed for scalability and upgradeability, laying the foundation for future
integration with loT technologies or biometric Sensors.
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3. Methodology

Microsleep Detection System Study Using Raspberry Pi

This study aims to develop a microsleep detection system using the Raspberry Pi as the main
controller. The system integrates both hardware and software to monitor the user's eye
condition and provide alerts when microsleep is detected. In this document, we will discuss the
main phases involved in this study, including the hardware used, image processing algorithms,
as well as system testing and evaluation methods.

Microsleep Detection System

Components for data
collection and alerts

Processing data and
triggering alerts

Assessing system
performance and user
response

The primary goal of the
system

3.1 Hardware

The Raspberry Pi 4 Model B (4GB RAM) is used as the main controller of the system. For
real-time facial monitoring, a USB camera or Pi camera is used. A reflective infrared sensor,
such as the TCRT5000 or IR proximity sensor, is placed near the eyes to detect blinking or
closed-eye states. Additionally, supplementary components such as a buzzer and LED are used
to provide alerts when microsleep IS detected.
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cameras and face. alert. alert.

Sensors.

3.2 Software and Algorithm

The system code is developed in Python, utilizing the OpenCV library for image processing.
The Eye Aspect Ratio (EAR) is calculated through facial analysis to detect the duration of eye
closure using the camera. The IR sensor provides voltage readings based on light reflection
from the eyes; when the eyes are closed, the reflection decreases and the reading changes.

This system combines both input sources (camera and IR sensor) using a logical approach or

basic machine learning to improve detection accuracy. If eye closure is detected for more than
a specific time threshold, the system will trigger a warning signal to the user.

Drowsiness Detection System Process
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3.3 Testing and Evaluation

The system is tested in a simulated driving environment involving continuous activity to assess
fatigue. Several participants are asked to undergo sessions lasting 15 to 30 minutes, during
which the system records the number of alerts and compares them with manual observations.

The evaluation criteria include detection accuracy, false alert rate, detection speed, and user
response to the warning system.

Fatigue Detection System Testing

Untested Validated
Fatigue System Fatigue System

Participants

Inaccurate fatigue engage i‘_“ driving Compare outputs Accurate and timely
detection sesslons to observations Warnings

o o S %

4. Results

Microsleep refers to brief and involuntary episodes of sleep, typically lasting only a few
seconds, and often occurring without the individual’s awareness. These episodes are
particularly dangerous during monotonous or high-attention tasks such as long-distance
driving, machinery operation, or late-night shift work. Due to their sudden onset and subtle
nature, microsleeps pose significant safety hazards, making early and accurate detection a
critical requirement in accident prevention and risk mitigation.

This research aimed to develop and evaluate a real-time microsleep detection system using a
combination of eye-tracking, image processing, and embedded sensor technologies. The
system was implemented on a Raspberry Pi platform to ensure affordability, portability, and
energy efficiency. By leveraging lightweight machine learning algorithms and visual indicators
such as Eye Aspect Ratio (EAR), the system effectively monitors eye behavior to detect early
signs of microsleep and immediately alerts the user through auditory or visual cues.
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The findings demonstrate that the proposed system is capable of detecting microsleep episodes
with high accuracy under various conditions and lighting environments. It successfully

identifies key patterns such as prolonged eye closure and reduced blinking frequency, which
are strong indicators of fatigue. Additionally, the use of real-time alerts enhances user
awareness and provides an opportunity for timely corrective action before accidents occur.

This system holds strong potential for deployment in various safety-critical fields. In the
automotive industry, it can serve as an assistive safety feature for long-haul drivers. In
industrial environments, it may prevent machinery-related accidents caused by operator
fatigue. In the healthcare domain, it offers applications in patient monitoring and fatigue
assessment among medical personnel.

Overall, the integration of eye-tracking, real-time image processing, and embedded technology
represents a practical, low-cost innovation with significant social and industrial benefits. This
project not only contributes to public safety but also aligns with the broader goals of smart
system development and digital transformation under the Industrial Revolution 4.0 framework.

4.1 PROJECT FINDING

A microsleep detector project is designed to identify brief, involuntary episodes of sleep
typically lasting from one to several seconds—that occur when an individual is mentally or
physically fatigued but attempting to remain awake. These episodes are particularly dangerous
during activities that require sustained attention and quick reflexes, such as driving, operating
heavy machinery, or performing repetitive and monotonous tasks in industrial settings. The
ability to detect microsleep events in real time is essential in reducing the likelihood of
accidents and enhancing overall safety.

Microsleeps are often characterized by subtle physiological indicators, including prolonged eye
closure, slow or absent eye movement, reduced blink rate, head nodding, and facial signs such
as drooping eyelids or yawning. These indicators can be effectively tracked using computer
vision techniques and sensor technologies such as infrared (IR) cameras. IR sensors provide an
advantage in various lighting conditions by allowing the system to continuously monitor eyelid
behavior, pupil movement, and facial expressions, even in low-light environments.

Modern microsleep detection systems utilize real-time video analysis powered by algorithms
that process eye-tracking data and facial landmarks to identify potential fatigue. Key metrics
such as the Eye Aspect Ratio (EAR), Percentage of Eye Closure, and blink duration are
computed to determine whether the user is experiencing drowsiness or a microsleep episode.
These parameters can be measured non-invasively, making the system more practical and
comfortable for everyday use.
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Importantly, microsleep events are not always preceded by clear signs of drowsiness, which
makes them more hazardous and challenging to detect. They often occur suddenly, especially
during extended periods of wakefulness, sleep deprivation, or during the circadian dip (early
afternoon or late at night). Therefore, a robust and responsive system must be able to detect
even the most fleeting moments of inattention within milliseconds and trigger alerts
immediately.

Alerts are typically delivered through auditory (buzzers), visual (LED indicators), or haptic
feedback (vibration), enabling the individual to regain focus and avoid potential hazards. In
advanced applications, the system can also interface with vehicle control systems to initiate
automated responses such as lane correction or gradual deceleration. Additionally, the
incorporation of edge computing platforms like Raspberry Pi allows for localized, low-latency
processing without relying on cloud connectivity, making the system portable and energy-
efficient.

In summary, the microsleep detector serves as a critical safety innovation that combines image
processing, artificial intelligence, and embedded hardware to provide real-time monitoring of
fatigue-related behavior. Its deployment in high-risk environments holds significant potential
to minimize human error, reduce accident rates, and support a safer, more responsive human-
machine interaction.

4.2 WORKING PROJECT ANALYSIS

4.2.1 Angle of Web Camera

Table 4.1: Angle Of Web Camera

Angle LED Buzzer
Yellow Green Red
45° X v v v
90° X v v v
120° v X X X

Table 4.1 illustrates the functional range of the webcam in detecting the presence of a person
and eye movements at various angles. In this project, three LED indicators were used to
visually represent the detection status:

e Yellow LED: Eyes not detected

e Green LED: Eyes detected (open)
e Red LED: Eyes closed

© 2026 Politeknik Ungku Omar | All rights reserved. 95



2026 Journal of Engineering, Technology and Social
Sciences

Jurnal Kejuruteraan, Teknologi dan Sains Sosial
Volume 12 Special Issue: GTIMME

International Conference on Green Technology in
Mechanical and Marine Engineering

#
- \|{
-
L 4

ICGESD .

The buzzer is activated when the Red LED is on, indicating the eyes are closed a possible sign
of microsleep.

From the data, it can be concluded that the webcam is most effective within a viewing angle of
90 degrees or less. At 45° and 90°, the webcam successfully detects eye movement, triggers
the appropriate LED (green or red), and activates the buzzer when necessary. However, at 120°,
the system fails to detect the eyes accurately, as indicated by the yellow LED, and no buzzer is
triggered. This suggests that for optimal detection performance, the webcam should be
positioned within a field of view less than or -equal to 90 degrees.

4.2.2 Percentage Precision of Web Camera by Time

Table 4.2 Percentage Precision Of Web Camera By Time

Time Camera Accuracy (%)
7:00 AM - 12:00 PM 60
12:00 PM — 7:00 PM 40
7:00 PM - 12:00 AM 90
12:00 AM —7:00 AM 90

Based on Table 4.2, it is evident that the webcam demonstrates higher accuracy in detecting
eye movement during nighttime hours compared to daytime. The camera achieves its highest
accuracy rates of 90% between 7:00 PM to 7:00 AM, whereas during daylight hours (7:00 AM
to 7:00 PM), the accuracy drops significantly, reaching as low as 40% in the afternoon. This
variation in precision is likely influenced by changes in ambient lighting conditions throughout
the day. Low light environments at night may enhance the performance of infrared-based or
low-light image processing algorithms, resulting in improved eye detection accuracy. Hence,
the system performs more reliably during nighttime monitoring.

4.2.3 The Distance of Web Camera to Detect Eye Movement

Table 4.3 The Distance Of Web Camera

Distance (cm) Eye movement detection
0-15 Clearly detectable
16-30 Detectable
31-45 Detectable with slight delay
46-90 Weak or inconsistent detection
91-120 Not detectable
120> Completely undetectable
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Based on Table 4.3, the effective range for a webcam to detect eye movement is up to 90 cm.
Within the 0 to 45 cm range, the system is able to detect eye movement accurately and reliably.
Between 46 and 90 cm, detection becomes weaker and less consistent due to reduced image
resolution and tracking sensitivity. Beyond 90 cm, the webcam fails to detect eye movement
effectively. Therefore, to ensure optimal detection performance, the webcam should be
positioned within 45 cm of the user.

4.3 DEVELOPMENT AND MANAGEMENT ANALYSIS

1) Real-Time Management:
Real-time detection implies that the system must continuously monitor the driver’s state and
immediately respond to microsleep events as they occur. A low-latency system is necessary
to ensure there are no delays in triggering alerts, such as sounding a buzzer when microsleep
is detected. This is essential for preventing potential accidents during critical tasks.

2) Key Requirements:

Hardware Integration: Using sensors (such as a camera, eye-tracking sensors, or EEG
electrodes) connected to a Raspberry Pi 4 Model B to collect real-time data.

Software Algorithms: Implementing machine learning or rule-based algorithms to
process the data and detect patterns that correspond to microsleep.

Alert System: The system must immediately trigger an output device (like a buzzer)
when microsleep is detected, ensuring immediate corrective action.

3) Challenges to Address:

Processing Speed: The system needs to process data in real time without lag. The
Raspberry Pi should be configured with optimized code to ensure smooth operation.
Accuracy vs. Speed: Striking a balance between accurate detection and fast response is
crucial. A false positive (unnecessary alerts) can be disruptive, while false negatives
(missed microsleeps) can be dangerous.

Power and Resource Management: Since the Raspberry Pi has limited computational
power, algorithms need to be efficient and lightweight.

The goal is to design a real-time, responsive microsleep detection system that integrates
hardware and software to continuously monitor and manage the state of alertness. This system's
success will depend on how well it can detect microsleep with minimal latency and provide
immediate feedback to avoid hazardous situations.

© 2026 Politeknik Ungku Omar | All rights reserved. 97



p-2. 2026 Journal of Engineering, Technology and Social
8 Sciences

Y \ AL FE RISLITERARN, TERNOLGHS SN SCTSUL
"-':r-v ‘KTSS Jurnal Kejuruteraan, Teknologi dan Sains Sosial
ICGESD 2025 gtviecinoiosr _I - i Volume 12 Special Issue: GTIMME

International Conference on Green Technology in
Mechanical and Marine Engineering
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Figure 4.3 Figure 4.4
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Figure 4.5: Design and measurement
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The design illustrated in Figure 4.5 features a compact and rectangular enclosure that
contributes to both the stability and portability of the system. The minimalist box-shaped
structure allows for efficient internal organization, where all components are securely mounted
and neatly arranged. This structural simplicity not only facilitates ease of assembly and
maintenance but also minimizes the risk of component displacement during operation or
transportation.

In terms of dimensions, the enclosure measures approximately 8 cm in height and 15.3 cm in
width, making it a suitably moderate size for portable applications. It is neither too bulky to
hinder mobility nor too small to compromise component spacing or airflow. The balance in
design proportions ensures that the device can be conveniently installed on vehicle dashboards,
workstations, or bedside tables, depending on its intended use.

Overall, the design offers an optimal blend of functionality, space efficiency, and practical

usability supporting the goal of creating a user-friendly, embedded microsleep detection
system.

45 CODING ANALYSIS

from scipy.spatial import distance as dist
from imutils.video import VideoStream
from imutils import face_utils

from threading import Thread

import numpy as np

import argparse

import imutils

import time

import dlib

import cv2

import os

import RPi.GPIO as GPIO

GPIO.setwarnings(False)
GPIO.setmode({GPIO.BOARD)

ledRed_pin = 15
ledyellow_pin = 13
ledGreen_pin = 11
buzzer_pin = 12

GPIO.setup(ledRed_pin, GPIO.OUT)
GPIO.ocutput(ledRed_pin, GPIO.LOW)

Figure 4.6: Coding/Programming

45.1 Imports and Initial Setup

This section outlines the initial setup process of the system, which includes importing essential
libraries and configuring input/output pins on the Raspberry Pi board. The purpose is to ensure
that all core functions of the system operate smoothly and enable seamless integration between
image processing and hardware control.
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Library Imports:

e scipy.spatial.distance: Used to calculate Euclidean distance, which is essential for
computing the Eye Aspect Ratio (EAR) for eye movement detection.

o imutils.video.VideoStream: Simplifies real-time video streaming from a camera or
webcam.

o dlib: Utilized for face detection and facial landmark recognition, including the eye
region.

e cv2 (OpenCV): A primary library for image processing, including real-time eye
detection and face tracking.

e numpy: Supports numerical operations and handling of data structures such as arrays,
aiding in the analysis of video frames.

e RPIi.GPIO: Used to control the General Purpose Input/Output (GPIO) pins on the
Raspberry Pi board — specifically to activate LEDs and a buzzer for physical alerts.

GPIO Configuration:

e The GPIO pins are configured as outputs to enable control of external components such
as LEDs and the buzzer.

e Pin numbers are assigned based on the board's layout and physical compatibility with
the project enclosure.

o The initial state of all output pins is set to a low logic level (LOW) or "off" to prevent
unintended activation during system startup.
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s = '‘espeak "' + msg + ‘"°
os.system(s)
saying = False

def eye_aspect_ratio(eye):
A = dist.euclidean(eye[1], eye[5])
B = dist.euclidean(eye[2], eye[4])
C = dist.euclidean(eye[2], eye[2])
ear = (A + B) / (2.8 * C)
return ear
def final_ear(shape):

(1start, 1lEnd)
(rStart, rEnd)

face_utils.FACIAL_LANDMARKS_IDXS["left_eye"]
face_utils.FACIAL_LANDMARKS_IDXS["right_eye"]

leftEye = shape[lStart:1lEnd]
rightEye = shape[rStart:rEnd]

leftEAR = eye_aspect_ratio(leftEye)
rightEAR = eye_aspect_ratio(rightEye)

ear = (leftEAR + rightEAR) / 2.0

return-(ear, leftEy;, rigﬁtEye)

def lip_distance(shape):

top_lip = shape[50:53]
top_lip = np.concatenate((top_1lip, shape[61:64]))
low_1lip = shape[56:52]
low_1lip = np.concatenate((low_1lip, shape[65:68]))

top_mean = np.mean(top_lip, axis=8)
low_mean = np.mean(low_lip, axis=9)

distance = abs(top_mean[1] - low_mean[1])
return distance

ap = argparse.ArgumentParser()

ap.add_argument("-w", "--webcam", type=int, default=0,
help="index of webcam on system")

args = vars(ap.parse_args())

EYE_AR_THRESH = 6.2
EYE_AR_CONSEC_FRAMES = 3@
YAWN_THRESH = 2@

alarm status = False

45.2 Facial Landmark Detection
Face Detection: The code utilizes Haar Cascade classifiers for detecting faces, which is faster

and suitable for real-time applications. However, it’s generally less accurate than using dlib’s
facial landmark detection.

Landmark Detection: A pre-trained model /shape predictor identifies 68 facial landmarks,
crucial for assessing eye and mouth positions.

4.5.3 Drowsiness Detection Algorithms
1) Eye Aspect Ratio (EAR):

e The EARis a crucial metric derived from the eye's height and width:
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Calculation:

A= Distance between the vertical landmarks (top and bottom of the eye).

B = Distance between the horizontal landmarks (corners of the eye).

C = Horizontal distance between the left and right corners of the eye.

EAR =(A+B)2xC\text{EAR} = \frac{(A + B)}{2 \times C}EAR =2xC(A+B)

e Thresholding: If EAR falls below a defined threshold (0.3), it indicates that the eyes
are likely closed or nearly closed.

2) Lip Distance:
o This metric helps detect yawning, another sign of drowsiness:

Calculation:

It computes the vertical distance between the top and bottom lips using specific
landmark points. A significant distance indicates yawning, which is associated with
fatigue.

YANM_THRESH = 28
alarn_status = False
tus2 = False

print(“-> Loacing the predictor and detector...®)

detector = cv2.CascadeClas
predictor = dlib, shape_predi

print(“+> Starting Video Strean")

= VideoStrean(srcsargs[“webcan®]).start()
time.sleep(1.2)
while True:

fraee = ys.read()

frame = imutils.resize(frame, width=453)
gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY)

v. scaleFactorel.l,

if lenfrects) == &:

distance = lip_distance{shape)

Figure 4.8: Coding/Programming
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leftEyeHull = cv2.convexHull(leftEye)

rightEyeHull = cv2.convexHull(rightEye)
cv2.drawCentours(frame, [leftEyewull], -1, (8, 255, @), 1)
cv2.drawContours(frame, [rightEyeHull], -1, (@, 255, @), 1)

if ear < EYE_AR_THRESH:
COUNTER += 1

if COUNTER >= EYE_AR_CONSEC_FRAMES:
if alarm_status == False:

alarm_status = True
t = Thread(target=alarm, args=('wake up sir',))
GPI0.output(buzzer_pin, GPIO.HIGH)
GPI0.output(ledRed_pin, GPIO.HIGH)
GPIO.output(ledYellow_pin, GPIO.LOW)
GPIO.output(ledGreen_pin, GPIO.LOW)

t.daemon = True
t.start()
cv2.putText(frame, “DROWSINESS ALERT!™, (10, 38),
cv2.FONT_HERSHEY_SIMPLEX, 8.7, (&, B8, 255), 2)
else;
COUNTER = @

alarm_status = False
GPIO.output(buzzer_pin, GPIO.LOW)
GPIO.output(ledRed_pin, GPIO.LOW)
GPIO.output(ledYellow_pin, GPIO.LOW)
GPIO.output(ledGreen_pin, GPIO.HIGH)

cv2.putText(frame, "EAR: {:.2f}".format(ear), (320, 38),
cv2.FONT_HERSHEY_SIMPLEX, ©.7, (2, @, 255), 2)

cv2.imshow("Frame”, frame)
key = cv2.waitkey(1l) & @xFF

if key == ord("q"):
break

cv2.destroyAllWindows()
vs.stop()|

Figure 4.9: Coding/Programming
45.4 Alarm Mechanism

Threading for Voice Alerts:

o The alarm function runs on a separate thread to avoid blocking the main loop,
which keeps the video feed responsive.

o It uses espeak to generate audio alerts, prompting the user to wake up if drowsiness
is detected.

Visual and Auditory Alerts:
e LEDs and Buzzer: The system activates specific GPIO pins to turn on an LED and
sound a buzzer when drowsiness is detected, enhancing user awareness.

Based on my analysis, the microsleep detection system demonstrates effective real-time
monitoring of drowsiness using facial recognition techniques. However, its performance is
impacted by environmental factors, such as varying lighting conditions, which can affect face
detection accuracy. Additionally, individual differences in facial structure may lead to
variability in detection reliability.
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5. Research Findings and Critical Discussion
5.1 Research Findings

The developed micro sleep tracking system was tested in a controlled environment involving
4 participants engaged in a continuous visual task for 30-60 minutes. The data collected
revealed the following:

e The system achieved a detection accuracy of 87%, with sensitivity at 90% and
positive precision at 84%.

e The false positive rate was approximately 11%, lower compared to systems using
only a camera (~20% in early tests).

e The system's average response time was 1.4 seconds after the eyes were detected as
closed for more than the 2-second threshold.

e The combination of Eye Aspect Ratio (EAR) readings and reflective IR sensor data
reduced dependency on a single signal source.

5.2 Critical Discussion

The findings indicate that integrating two sensing methods visual (camera) and infrared
enhances reliability under varying lighting conditions. In low-light situations or sudden
changes in brightness, camera-only systems struggled to detect eye features accurately.
However, IR readings remained stable as they do not rely on ambient light. This validates the
effectiveness of the hybrid approach in overcoming one of the main limitations of purely visual
systems.

Moreover, the system operates in real time and utilizes low-cost hardware, making it ideal for
general use such as in vehicles, control rooms, or factories. The Raspberry Pi 4, acting as the
main processor, proved capable of handling lightweight image processing and managing
input/output tasks simultaneously. This makes the system suitable for small-scale deployment
without requiring high-performance computing.

However, there are several important limitations. First, the system remains sensitive to face
positioning if the user is not directly facing the camera, EAR accuracy drops, although the IR
sensor can still provide basic indicators. Second, low-cost IR sensors like the TCRT5000 can
be affected by reflections from objects such as eyeglasses or glossy surfaces, potentially
causing false readings if not properly calibrated.

Overall, the findings confirm that a Raspberry Pi—based integrated approach is effective for
developing a practical, low-cost, and adaptable microsleep detection system. This opens
opportunities for further research, especially in incorporating artificial intelligence (Al) to
enhance detection and classification accuracy in real-world applications.
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6. Conclusion

This study successfully developed and evaluated a real-time microsleep detection system using
a combination of camera-based eye-tracking and reflective infrared sensors, with the Raspberry
Pi 4 Model B as the main processing platform. This integration has proven to enhance detection
reliability under various lighting conditions and reduce false alarm rates compared to single-
sensor approaches that rely solely on either the camera or sensor.

Findings show that the system can identify prolonged eye closure with an accuracy of 87%,
and providing alerts in less than 1.5 seconds—a performance considered acceptable for real-
time safety applications. Additionally, the system maintains features such as low cost,
portability, and ease of customization, making it suitable for personal use or professional
contexts such as commercial driving, heavy machinery operation, and night shift worker
monitoring.

Recommendations for Improvement
Although the results are promising, several aspects can be enhanced in future development:

1. Use of Infrared or Dedicated IR Cameras
Replacing the standard camera with an infrared camera can improve detection
capability in complete darkness, thereby eliminating dependence on external lighting.
2. Integration of Machine Learning Models
The system can be enhanced by incorporating intelligent classification modules such as
SVM, Random Forest, or CNN to improve dynamic and personalized detection of
drowsy behavior based on user profiles.
3. Graphical User Interface (GUI) Design
Adding visual features such as fatigue statistics, alert history logs, and real-time eye
status visualization can increase the system’s value for long-term monitoring purposes.
4. Real-World Field Testing
Further research should be conducted in real-world driving or workplace environments
to evaluate the system's stability against external factors such as vibrations, head
movement, and actual lighting disturbances.

Comparison with Existing Systems

Compared to camera-only microsleep detection systems that typically record an accuracy of
around 75-80% with a higher false positive rate (~20%), the system developed in this study
shows improved performance by achieving 87% accuracy, 90% sensitivity and a lower false
positive rate of 11%. Other methods such as the use of EEG, although more accurate, are
expensive, invasive, and less practical for industrial or automotive applications. In contrast, the
combination of Eye Aspect Ratio (EAR) from the camera with an infrared reflective sensor (IR
reflective sensor) in this system successfully reduces the reliance on a single signal source,
increases reliability and makes it more practical, cost-effective, and suitable for use in real-
world scenarios.
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